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Finally, 1280 (37%) patients were labeled “benign”,
1450 (42%) “malignant” and 755 (22%) “equivocal”. Note
that the number of the malignant label was smaller than
the number of pretest diagnoses in Table 1, mainly be-
cause Table 1 includes patients who were suspected of
cancer recurrence before the examination but showed
no malignant findings on PET.

The location of any malignant uptake was determined
as A) head and neck, B) chest, C) abdomen, or D) pelvic
region. For the classification, the physician was blinded
to the CT images and parameters such as maximum
standardized uptake value (SUVmax). Diagnostic reports
were made based on several factors including SUVmax,
the diameter of tumors, visual contrast between the tu-
mors, location of tumors, and changes over time by 2+

physicians each with more than 8 years’ experience in
nuclear medicine.

Image acquisition and reconstruction
All clinical PET/CT studies were performed with either
Scanner 1 or Scanner 2. All patients fasted for ≥6 h before
the injection of FDG (approx. 4 MBq/kg), and the emis-
sion scanning was initiated 60 min post-injection. For
Scanner 1, the transaxial and axial fields of view were 68.4
cm and 21.6 cm, respectively. For Scanner 2, the transaxial
and axial fields of view were 57.6 cm and 18.0 cm, respect-
ively. Three-min emission scanning in 3D mode was per-
formed for each bed position. Attenuation was corrected
with X-CT images acquired without contrast media. Im-
ages were reconstructed with an iterative method inte-
grated with (Scanner 1) or without (Scanner 2) a point
spread function. For Scanner 2, image reconstruction was
reinforced with the time-of-flight algorithm.

Each reconstructed image had a matrix size of 168 ×
168 with the voxel size of 4.1 × 4.1 × 2.0 mm for Scanner
1, and a matrix size of 144 × 144 with the voxel size of
4.0 × 4.0 × 4.0 mm for Scanner 2. MIP images (matrix
size 168 × 168) were generated by linear interpolation.
MIP images were created at increments of 10-degree ro-
tation for up to 180 or 360 degrees. Therefore, 18 or 36
angles of MIP images were generated per patient. In this
study, CT images were used only for attenuation correc-
tion, not for classification.

Convolutional neural network (CNN)
A neural network is a computational system that simu-
lates neurons of the brain. Every neural network has in-
put, hidden, and output layers. Each layer has a
structure in which multiple nodes are connected by
edges. A “deep neural network” is defined as the use of
multiple layers for the hidden layer. Machine learning
using a deep neural network is called “deep learning.” A
convolutional neural network (CNN) is a type of deep
neural network that has been proven to be highly effi-
cient in image recognition. CNN does not require prede-
fined image features. We propose the use of a CNN to
classify the images of the FDG PET examination.

Architectures
In this study, we used a network model with the same
configuration as ResNet [19]. In the original ResNet, the
output layer was classified into 1000 classes. We modi-
fied the number of classes to 3. We used this network
model to classify whole-body FDG PET images into 1)
benign, 2) malignant and 3) equivocal categories. Here
we provide details on CNN architectures with the tech-
niques used in this study. The detailed architecture is
shown in Fig. 1 and Table 2. Convolution layers create
feature-maps that extract image features. Pooling layers

Table 1 Patient characteristics

n (%)

Total patients 3485

Males 1954 (56.1)

Females 1531 (43.9)

Age (in years)

Mean ± SD 63.9 ± 13.6

Range 24–95

Cancer-related biomarkers Positive/Total (%)

AFP 16/167 (9.6)

CA19–9 177/591 (29.9)

CEA 282/889 (31.7)

CYFRA 138/402 (34.3)

NSE 381/621 (61.4)

PIVKA-II 24/135 (17.8)

Pro-GRP 95/540 (17.6)

PSA 18/55 (32.7)

SCC 172/784 (21.9)

S-hCG 3/3 (100)

Pretest diagnosis n (%)

Head and neck neoplasms 988 (28.4)

Hematopoietic neoplasms 510 (14.6)

Neoplasms of lung, pleura, or mediastinum 507 (14.5)

Hepatobiliary neoplasms 305 (8.8)

Gastrointestinal neoplasms 258 (7.4)

Skin neoplasms 168 (4.8)

Urologic neoplasms 135 (3.9)

Gynecological neoplasms 112 (3.2)

Sarcoidosis 91 (2.6)

Breast neoplasms 67 (1.9)

Brain and spinal neoplasms 65 (1.9)

Others 279 (8.0)
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Patient-based classification
The patient-based classification was performed only in
the test phase. After test images were classified by CNN,
the patient was classified based on the 2 different algo-
rithms (A and B).

Algorithm A:

1) If one or more images of the patient were judged as
malignant, the patient was judged as being
malignant.

2) If all the images of the patient were judged as
benign, the patient was judged as being benign.

3) If none of the above were satisfied, the patient was
judged as being equivocal.

Algorithm B:

1) If more than 1/3 of all the images of the patient
were judged as malignant, the patient was judged as
being malignant.

2) If less than 1/3 of all the images of the patient were
judged as malignant and more than 1/3 were judged
as equivocal, the patient was judged as being
equivocal.

3) If none of the above were satisfied, the patient was
judged as being benign.

Hardware and software environments
This experiment was performed under the following
environment:

Operating system, Windows 10 pro 64 bit; CPU, intel
Core i7-6700K; GPU, NVIDIA GeForce GTX 1070 8GB;
Framework, Keras 2.2.4 and TensorFlow 1.11.0; Lan-
guage, Python 3.6.7; CNN, the same configuration as
ResNet; Optimizer, Adam [20].

Results
Figure 2 shows typical images of each category. A total of
76,785 maximum intensity projection (MIP) images were
investigated. The number of images of benign patients,
malignant patients, and equivocal patients was 28,688, 31,
751 and 16,346, respectively.

Experiment 1 (whole-body analysis)
In the image-based prediction, the model was trained for
30 epochs using an early stopping algorithm. The CNN
process spent 3.5 h for training and < 0.1 s/ image for
prediction. When images of benign patients were given
to the learned model, the accuracy was 96.6%. Similarly,
the accuracies for images of malignant and equivocal pa-
tients were 97.3 and 77.8%, respectively. The results are
shown in Table 3 (a). In addition, Table 3 (b) shows the
results of recall, compatibility, and F-value calculations.

In the patient-based classification, we applied algo-
rithms A and B. When the algorithm A was applied,
91.0% of benign patients, 100% of malignant patients,
and 57.5% of equivocal patients were correctly predicted.
When the algorithm B was applied, 99.4% of benign pa-
tients, 99.4% of malignant patients, and 87.5% of equivo-
cal patients were correctly predicted (Table 3c and d).
The prediction showed a tendency to fail especially
when strong physiological accumulation (e.g., in the lar-
ynx) or mild malignant accumulation was present. Typ-
ical cases where the neural network failed to predict the
proper category are shown in Fig. 3.

Experiment 2 (region-based analysis)
The same population was used in this experiment as was
used in Experiment 1. The model was trained for 33–45
epochs for each dataset using an early stopping algo-
rithm. The CNN process spent 4–5 h for training and <
0.1 s/image for prediction.

Fig. 2 Typical cases in this study. (1) benign patient with physiological uptake in the larynx, (2) malignant uptake patient with multiple metastases to
bones and other organs, and (3) equivocal patient with abdominal uptake that was indeterminant between malignant or inflammatory foci
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In the experiment for the head-and-neck region, a new
labeling system was introduced to classify the images
into 3 categories: 1) benign in the head-and-neck region,
2) malignant in the head-and-neck region, and 3)
equivocal in the head-and-neck region. When images
from “malignant in the head-and-neck region” patients
were given to the learned model, the accuracy was
97.3%. The accuracy was 97.8 and 96.2% for “benign in
the head-and-neck region” patients and “equivocal in the
head-and-neck region” patients, respectively.

Similar experiments were performed for the chest, ab-
dominal, and pelvic regions. The details of the results
are shown in Table 3 (g)-(j). The accuracy was higher
for the pelvic region (95.3–99.7%) than for the abdom-
inal region (91.0–94.9%).

Experiment 3 (grad-CAM [18])
We employed Grad-CAM to identify the part of the image
from which the neural network extracted the largest
amount of information. Typical examples are shown in
Fig. 4. As a result, when the activated area was defined
with the cut-off of 70% maximum, 93% of patients had at
least one image that showed the activated area covering
any part of the tumor. Similarly, when the activated area
was defined with the cut-off of 90% maximum, 72% of pa-
tients had at least one image that showed the activated
area covering any part of the tumor.

Discussion
In patient-based classification, the neural network pre-
dicted correctly both the malignant and benign categor-
ies with 99.4% accuracy, although the accuracy for
equivocal patients was 87.5%. Therefore, an average
probability of 95.4% suggests that CNN may be useful to
predict 3-category classification from MIP images of
FDG PET. Furthermore, in the prediction of the malig-
nant uptake region, it was classified correctly with prob-
abilities of 97.3% (head-and-neck), 96.6% (chest), 92.8%
(abdomen) and 99.6% (pelvic region), respectively. These
results suggested that the system may have the potential
to help radiologists avoid oversight and misdiagnosis.

Table 3 Details of Results of Experiments 1 and 2

Experiment 1

(a) Image-based Correct Label

Benign Malignant Equivocal

Prediction Benign 96.6% 2.4% 10.1%

Malignant 0.3% 97.3% 12.1%

Equivocal 3.2% 0.2% 77.8%

(b) Image-based Evalu-
ation Measures

Recall
score

Precision
score

F
measure

Prediction Benign 0.966 0.917 0.941

Malignant 0.973 0.936 0.954

Equivocal 0.778 0.986 0.87

(c) Patient-based Algorithm A Correct Label

Benign Malignant Equivocal

Prediction Benign 91.0% 0.0% 0.0%

Malignant 9.0% 100.0% 42.5%

Equivocal 0.0% 0.0% 57.5%

(d) Patient -based
Algorithm A Evaluation
Measures

Recall
score

Precision
score

F
measure

Prediction Benign 0.910 1.000 0.953

Malignant 1.000 0.764 0.866

Equivocal 0.575 1.000 0.730

(e) Patient-based Algorithm B Correct Label

Benign Malignant Equivocal

Prediction Benign 99.4% 0.6% 3.8%

Malignant 0.6% 99.4% 8.8%

Equivocal 0.0% 0.0% 87.5%

(f) Patient -based
Algorithm B Evaluation
Measures

Recall
score

Precision
score

F
measure

Prediction Benign 0.994 0.975 0.984

Malignant 0.994 0.951 0.972

Equivocal 0.875 1.000 0.933

Experiment 2

(g) Head and Neck Correct Label

Benign Malignant Equivocal

Prediction Benign 97.8% 1.7% 3.0%

Malignant 1.5% 97.3% 0.8%

Equivocal 0.7% 1.1% 96.2%

(hd) Chest Correct Label

Benign Malignant Equivocal

Prediction Benign 98.4% 1.8% 5.9%

Malignant 0.6% 96.6% 1.6%

Equivocal 1.0% 1.6% 92.5%

(i) Abdomen Correct Label

Benign Malignant Equivocal

Prediction Benign 94.9% 5.7% 7.0%

Table 3 Details of Results of Experiments 1 and 2 (Continued)

Experiment 1

Malignant 1.1% 92.8% 2.0%

Equivocal 4.1% 1.5% 91.0%

(j) Pelvic region Correct Label

Benign Malignant Equivocal

Prediction Benign 99.7% 0.4% 2.8%

Malignant 0.1% 99.6% 1.9%

Equivocal 0.3% 0.0% 95.3%
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To clarify the reasons for the classification failure, we
investigated some cases that were incorrectly predicted
in Experiment 1. As expected, the most frequent pat-
terns we encountered were strong physiological uptake
and weak pathological uptake. In the case shown in Fig.
3a, the physiological accumulation in the oral region was

relatively high, which might have caused erroneous pre-
diction. In contrast, another case (Fig. 3b) showed many
small lesions with low-to-moderate intensity accumula-
tion, which was erroneously predicted as benign despite
the true label being malignant. The equivocal category
was more difficult for the neural network to predict; the

Fig. 3 Typical cases whose category was incorrectly classified (a, false-positive case; b, false-negative case)

Fig. 4 Visualization of classification standard of CNN. a Examples of original images input to CNN. b Examples of images activated area with the
cut-off of 70% maximum by Grad-CAM, highlighting the area of malignant uptake. c Examples of images activated area with the cut-off of 90%
maximum by Grad-CAM, highlighting the area of malignant uptake

Kawauchi et al. BMC Cancer         (2020) 20:227 Page 7 of 10


