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Abstract
Background  Providing appropriate specialized treatment to the right patient at the right time is considered 
necessary in cancer management. Targeted therapy tailored to the genetic changes of each breast cancer patient is a 
desirable feature of precision oncology, which can not only reduce disease progression but also potentially increase 
patient survival. The use of artificial intelligence alongside precision oncology can help physicians by identifying and 
selecting more effective treatment factors for patients.

Method  A systematic review was conducted using the PubMed, Embase, Scopus, and Web of Science databases in 
September 2023. We performed the search strategy with keywords, namely: Breast Cancer, Artificial intelligence, and 
precision Oncology along with their synonyms in the article titles. Descriptive, qualitative, review, and non-English 
studies were excluded. The quality assessment of the articles and evaluation of bias were determined based on the 
SJR journal and JBI indices, as well as the PRISMA2020 guideline.

Results  Forty-six studies were selected that focused on personalized breast cancer management using artificial 
intelligence models. Seventeen studies using various deep learning methods achieved a satisfactory outcome 
in predicting treatment response and prognosis, contributing to personalized breast cancer management. Two 
studies utilizing neural networks and clustering provided acceptable indicators for predicting patient survival and 
categorizing breast tumors. One study employed transfer learning to predict treatment response. Twenty-six studies 
utilizing machine-learning methods demonstrated that these techniques can improve breast cancer classification, 
screening, diagnosis, and prognosis. The most frequent modeling techniques used were NB, SVM, RF, XGBoost, and 
Reinforcement Learning. The average area under the curve (AUC) for the models was 0.91. Moreover, the average 
values for accuracy, sensitivity, specificity, and precision were reported to be in the range of 90-96% for the models.

Conclusion  Artificial intelligence has proven to be effective in assisting physicians and researchers in managing 
breast cancer treatment by uncovering hidden patterns in complex omics and genetic data. Intelligent processing 
of omics data through protein and gene pattern classification and the utilization of deep neural patterns has the 
potential to significantly transform the field of complex disease management.
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Introduction
Humans have different genomes, live in different environ-
ments, and their physical responses to disease-causing 
factors and treatments vary. Consequently, standardized 
therapeutic approaches yield different outcomes in differ-
ent individuals. Personalized Medicine involves a collec-
tion of activities and approaches for appropriate disease 
management, considering individual-specific character-
istics. It provides personalized treatments based on the 
genomic characteristics of individuals [1] Therefore, the 
foundation of personalized medicine lies in the identifi-
cation and classification of individuals and therapeutic 
methods based on their genetic traits. Thus, personalized 
medicine can be defined as medicine based on genomic 
characteristics [2]. Breast cancer is a complex genetic dis-
ease caused by genetic mutations [3]. Mutation patterns 
can vary from one tumor region to another and change 
over time. This process leads to the creation of geneti-
cally distinct subpopulations of cancer cells, which can 
result in drug resistance in patients [4]. Therefore, iden-
tifying molecular differences between tumors is a crucial 
aspect of precise oncology for selecting the most effective 
treatment [5]. Precision oncology aims to personalize the 
therapeutic regimen for each patient based on accurate 
evaluation of cancer progression or the risk of recurrence, 
with the goal of achieving effective treatment. Accurately 
predicting which patients will respond to treatment 
before they undergo it is a key objective. For example, in 
breast cancer, the status of the hormone receptor ER is 
a good indicator of treatment response, but resistance, 
both intrinsic and acquired after therapy, is common. 
Therefore, selecting an effective life-saving treatment for 
the patient is crucial [6]. The study of human genes and 
proteins (multi-omics) and artificial intelligence are two 
potential technologies that can transform cancer treat-
ment through precise oncology-guided personalized 
treatment selection to achieve effectiveness. For example, 
chemotherapy is the main treatment used for metastatic 
breast cancer, but the sensitivity and response of differ-
ent patients to it vary [5–7]. For some individuals, it has a 
significant impact, while for others, its effect may be min-
imal or non-existent [8, 9]. The ability to predict who will 
respond to treatment allows for the use of treatment for 
those who will benefit the most from it. Patients who are 
not likely to respond can receive alternative treatments 
and avoid poisoning and side effects of unnecessary drugs 
[10, 11]. The emerging technologies that investigate the 
genome and cancer molecules enable scientists to study 
approximately 500 genes for selecting appropriate treat-
ment in a cancer patient. However, their challenge lies in 

examining 500 genes in multiple patients, where all their 
genes change over time, making it complex [12]. This is 
where artificial intelligence can be effective in discover-
ing patterns of genetic data behavior changes in patients 
and predicting drug resistance and the protein and cellu-
lar mechanisms leading to this resistance. It can help pre-
vent unnecessary drug toxicities and assist oncologists 
in using expensive drugs when necessary, which result 
in effective cancer treatment [13]. Moreover, it can pre-
vent unnecessary invasive biopsy, which is a method of 
guiding cancer cells’ DNA invasion into the bloodstream, 
which has adverse effects [14, 15]. The main objective 
of this study is to review the applications of AI algo-
rithms and their effectiveness in personalized medicine 
approaches. The main objective of this study is to reflect 
on various machine-learning methods in breast cancer 
detection and the effectiveness of artificial intelligence 
applications in precise oncology with the aim of person-
alized disease management. This investigation can assist 
scientists and physicians in selecting techniques that 
have proven to be highly accurate in personalized breast 
cancer management. They can also have a comprehensive 
perspective on the personal medical applications in the 
diagnosis, treatment, and screening of breast cancer.

Materials and methods
The present study is a systematic review based on the 
PRISMA checklist 2020 [16]. We know that in evidence-
based medical research, formulating research questions 
is considered the most important part of these studies.

Eligibility criteria
Therefore, in this study, the SPICE tool [17], which is a 
step-by-step framework for formulating questions to 
find evidence in research, was used. SPICE expands on 
the PICO acronym (Population, Intervention, Compari-
son, and Outcomes) in two distinct manners. Firstly, the 
population component is divided into setting and per-
spective components. Secondly, the term “outcomes” is 
substituted with “evaluation” to foster a more compre-
hensive evaluation framework and merge concepts such 
as “outputs” and “impact” into one holistic perspective. 
Efforts were made to select studies from around the 
world that had used artificial intelligence in personalizing 
breast cancer management (Setting & Intervention). In 
these studies, breast cancer patients had benefited from 
personalized treatment (precision oncology). Ultimately, 
artificial intelligence had provided a favorable impact 
on personalizing breast cancer patient management 

Keywords  Breast cancer, Artificial intelligence, Deep learning, Precision oncology, Personalized breast cancer 
treatment
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(Evaluation). Considering specific scopes for further 
exploration, the following questions were designed:

Q1.	 What are the applications of artificial intelligence 
in precision oncology of breast neoplasms?

Q2.	 Which intelligent artificial intelligence techniques 
have been used in precision oncology of Breast 
cancer?

Q3.	 What are the reported effects of artificial 
intelligence methods, using which indicators, on? 
Personalizing breast cancer management?

Including and excluding criteria
In order to have a more accurate response to the research 
questions, certain criteria were considered for selecting 
articles to be studied. These criteria included: (I) only 
the article were used, (II) focusing on the investigation, 
prediction, treatment, screening, and early detection 
of breast cancer, (III) studies that were based on omics 
datasets.

Additionally, certain criteria were considered for 
excluding articles from the study, such as: (I) articles that 
were not relevant to personalized management of breast 
cancer, (II) studies that were not in the form of articles 
(books, conference abstracts), (III) studies where the 
modeling methodology was not fully explained.

Information sources and search strategy
After determining the research questions, a systematic 
search was conducted in databases such as PubMed, Web 
of Science, Scopus, and Embase, for relevant articles pub-
lished between the years 2015 and 2023, using keywords 
present in the title, abstract, mesh terms, and key terms. 
The final search was conducted on January 31st, 2023. 
The search strategy, and the mesh and emtree terms are 
presented in the Table  1. The search was performed by 
combining these two groups of words and using the bool-
ean AND operator. Shortening techniques, phrase search 
and other related techniques were used in order to con-
duct a comprehensive search.

Screening phase
In the screening phase, both authors (S.S and S.J.E) 
reviewed the articles based on their titles, abstracts, and 
eliminated irrelevant articles. In the next phase, the full 
text of the selected articles was evaluated separately by 
the two authors using entry/exit criteria. In cases where 
there was disagreement between the two authors, the 
issue was resolved through intellectual brainstorming 
and consensus with the help of a third author (H.M). In 
the data extraction stage, artificial intelligence models 
were used to analyze the precise oncology data of breast 
cancer and performance indices of the models were 
extracted. The screening methods were performed based 
on the PRISMA 2020 approach. The quantitative analy-
sis of the data was conducted in the statistical software 
R. The first author’s name, year, and place of publication 
of the article were also extracted. Finally, the obtained 
results were presented in Table 2.

Study risk of bias assessment
To address bias, the Critical Appraisal Checklist from the 
Joanna Briggs Institute (JBI) [18] was used to evaluate 
the risk of bias in cross-sectional analytical studies. The 
checklist was completed by two authors, and in case of 
disagreement between the two authors, the disagreement 
was resolved through discussion with the third author. 
The aim of this evaluation is to appraise the method-
ological excellence of investigations and comprises seven 
inquiries in the following order: (1) Were the standards 
for inclusion in the sample explicitly defined? (2) Were 
the subjects of the study and the setting comprehensively 
portrayed? (3) Was the exposure gauged in a legitimate 
and dependable manner? (4) Were objective, established 
standards utilized for the measurement of the condi-
tion? (5) Were confounding factors recognized? (6) Were 
approaches to handle confounding factors specified? (7) 
Were the outcomes gauged in in a valid and reliable way. 
These inquiries can be addressed employing four alterna-
tives: (1) yes; (2) no; (3) unclear; and (4) not applicable. 
Each yes response corresponds to one score, and if 70% 
of the inquiries are responded to “yes” in a study, the 
risk of partiality was judged to be “low.” If 40 -69% of the 

Table 1  Vocabulary search formula in databases
Search Mesh term and formula
I: (Breast Cancers OR Breast Malignancy OR Malignancies OR Neoplasms OR Breast Benign Neoplasms OR Breast Benign Neoplasm OR Tumor)
II: (Diagnosis OR Prognosis OR Predictive OR Screening OR treatment)
III: (Machine Learning OR Deep Learning OR Artificial Intelligence OR machine intelligence OR Knowledge acquisition)
IV: (Precision oncology OR Personalized oncology OR Personalized cancer treatment OR Precision Medicine)
Search strategy: I AND II AND III AND IV
PUBMED: (“Neoplasm” OR “Tumors” OR “Tumor” OR “Breast Cancer” OR “Breast Cancers” OR “Malignancy” OR “Malignancies” OR “Malignant Neoplasms” 
OR “Malignant Neoplasm” OR “Neoplasm, Malignant” OR “Neoplasms, Malignant” OR “Benign Neoplasms” OR “Neoplasms, Benign” OR “Benign Neo-
plasm” OR “Neoplasm Benign”) AND (“Artificial Intelligence” OR “Computational intelligence” OR “machine intelligence” OR “Knowledge acquisition “) 
AND (“Precision Medicine” OR “Personalized medicine” OR " Personalized oncology “)
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inquiries were answered “yes”, the risk of partiality was 
deemed “moderate,” and below 40% was considered “high 
risk.”

Processes used to decide which studies were eligible for 
each synthesis
In this systematic review, the results of studies in which 
the performance of artificial intelligence techniques 
were reported quantitatively with indicators of precision, 
accuracy, specificity, sensitivity, AUC (area under the 
ROC curve) [19], in order to measure the effect of using 
Artificial intelligence in the personalized management of 
breast cancer was investigated.

Results
As shown in Fig.  1, the database search resulted in the 
retrieval of 1,033 records until September 2023. After 
removing duplicate studies and reviewing based on 
entry indices to the study, ultimately 46 articles that met 
the entry conditions were selected for review, the speci-
fications of which are mentioned in Table  2. The con-
ducted studies indicate that the data used for modeling 
through machine learning has had a high diversity. For 
example, 59% (27 articles) of the reviewed articles used 
patient medical record data as input, and in four articles 
(1.847%), biological samples such as genes, molecular 
samples, and cell classes were reported. In 14 articles 
(30.4%), genomic data such as gene expression, genetic 
mutation data, phenotype data, proteomics were used 
with drug response data as input in artificial intelligence 
methods. In 12 articles (5.52%), radiomic data (radiog-
raphy with biological indicators) and in three articles 
(1.38%), radiogenomic data were used by researchers for 
the management of neoplasm treatments. However, in 24 
articles (52.3%), drug response data was used, indicating 
the necessity of considering different data dimensions in 
creating personalized management of breast cancer. The 
effectiveness of the selected artificial intelligence meth-
ods in different studies was examined and is shown in 
Table 2. The performance of the used methods was evalu-
ated and selected with various indices, including accu-
racy, precision, sensitivity, feature, AUC. The reported 
indices showed that the performance of the used meth-
ods is at a significant level. Therefore, many of the algo-
rithms used in the studies indicate the ability of artificial 
intelligence in early detection, predicting response to 
treatment, patient survival, and screening. Ultimately, 
the reviews showed that six studies using various artifi-
cial intelligence algorithms such as SVM, DNN, ANN, 
CNN on multi-omics data, one study using ANN, DNN 
models on omics data, also 10 studies using CNN, DT, 
XGB, MLP methods on genomics data, 14 studies mostly 
using SVM, XGB, CNN, RF methods on radiomics, five 
studies with high frequency using CNN methods on N

am
es

 o
f a

ut
ho

rs
Co

un
tr

y,
ye

ar
 o

f p
ub

lic
at

io
n

Ty
pe

 o
f d

is
ea

se
 

m
an

ag
em

en
t

A
rt

ifi
ci

al
 in

te
l-

lig
en

ce
 m

et
ho

ds
So

ft
w

ar
e

In
pu

t
D

at
a 

se
t

Eff
ec

tiv
en

es
s

O
ut

co
m

e

Ya
no

vi
ch

 G
 e

t a
l [

63
]

Isr
ae

l
20

18

Cl
as

sifi
ca

tio
n 

of
 b

re
as

t 
ca

nc
er

 tu
m

or
s

K-
m

ea
ns

 c
lu

st
er

in
g

R
Pr

ot
eo

m
ic

s
Lo

ca
l a

nd
 h

os
pi

-
ta

l d
at

a 
of

 b
re

as
t 

ca
nc

er
 p

at
ie

nt
s

AU
C=

 0
.7

5
H

ig
h 

pe
rfo

rm
an

ce
 in

 c
la

s-
sif

yi
ng

 b
re

as
t c

an
ce

r t
um

or
s

W
an

g 
Z 

ET
 A

L 
[6

4]
Ch

in
a

20
21

Pr
og

no
sis

 o
f b

io
m

ar
ke

rs
 

aff
ec

tin
g 

th
e 

tu
m

or
 o

f 
br

ea
st

 c
an

ce
r p

at
ie

nt
s

Bo
os

tC
I

PC
RM

En
-C

ox
LA

SS
O

-C
ox

M
D

N
N

M
D

D
ee

pC
or

rS
ur

v
G

PD
BN

R
G

en
om

ic
s

TC
G

A
AU

C=
0.

81
SE

N
=

91
%

SP
E=

95
%

AC
C=

 9
0%

H
ig

h 
effi

ci
en

cy
 in

 id
en

tif
y-

in
g 

th
e 

eff
ec

tiv
en

es
s o

f 
bi

om
ar

ke
rs

 in
 b

re
as

t c
an

ce
r 

tu
m

or
s

A
zz

ou
z 

FB
 e

t a
l [

65
]

Fr
an

ce
20

21

Pr
ed

ic
tio

n 
of

 tr
ip

le
 n

eg
a-

tiv
e 

br
ea

st
 c

an
ce

r t
um

or
 

ty
pe

G
B

RF XG
B

Py
th

on
Tr

an
sc

rip
to

m
ic

s
G

en
om

ic
s 

da
ta

se
t

AC
C=

90
%

H
ig

h 
pe

rfo
rm

an
ce

 in
 p

re
-

di
ct

in
g 

tr
ip

le
 n

eg
at

iv
e 

br
ea

st
 

ca
nc

er
 tu

m
or

 ty
pe

Ta
bl

e 
2 

(c
on

tin
ue

d)
 



Page 9 of 15Sohrabei et al. BMC Cancer          (2024) 24:852 

radiogenomics data, 6 studies mostly using RF, CNN 
algorithms on pharmacogenomics data, two studies 
using SVM and RF on proteomics data, one study using 
linear MSKCC model on epigenetic data and one study 
using GB, XGB, RF on transcriptomic data have achieved 
acceptable results (indices above 80%).

In 11 studies, the Cancer Genome Atlas (TCGA) was 
used as the data set source. Of these, four studies using 
CNN achieved high indices in predicting survival and 
recurrence of breast cancer. This indicates that the 
designed deep learning networks are superior in terms of 
comprehensive evaluation over traditional methods. Five 
studies using machine-learning models such as RF, SVR, 

and DNN in predicting the response to chemotherapy 
drugs in these patients reported the desirable perfor-
mance of these drugs considering the type of tumor and 
its receptors. These models can be used to predict drug 
response for some specific drugs and potentially play 
a complementary role in personalized medicine. Two 
studies that analyzed and predicted cancer biomarkers 
on tumor growth in patients using SVM, RF, RE mod-
els reported the impact of each with high accuracy. The 
proposed algorithm improves the cost-effectiveness and 
accuracy of the screening process compared to current 
clinical guidelines. In two studies that used machine-
learning models such as LASSON, ELASTIC NET, and 

Fig. 1  PRISMA flow diagram
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RR on pharmacogenomics data from the Cancer Cell 
Line Encyclopedia (CCLE) to predict responsiveness to 
breast cancer treatment, the area under the ROC curve 
of the models indicated the desirable performance of the 
drug on patients. The proposed approach has the poten-
tial to enable the design of new hypotheses, improve drug 
selection, and lead to improvements in patient genomic-
based treatments for cancer. Seven studies also analyzed 
the effect of chemotherapy drugs on drug-sensitive 
genomic data in cancer (GDSC) using machine learn-
ing and deep learning models, each of which reported 
high indices for their study. In other words, these mod-
els provide new methods for predicting anticancer drugs 

in human tissues and outperform human experts in pre-
dictive accuracy. Based on the effectiveness indices, in a 
large number of selected articles, methods based on SVM 
and RF, which are linear models, effectively predicted and 
diagnosed cancer with voluminous genomic data and a 
high number of feature parameters. Another algorithm 
used in radiomics articles was the convolutional neural 
network (CNN), a non-linear deep learning technique 
that can take an input image and is designed to improve 
automatic accuracy and provide acceptable efficiency 
in predicting the impact of pre-surgery chemotherapy 
(Table 3). In eight studies, the radiomics and multi-omics 
signature model provided better classification perfor-
mance using linear and non-linear artificial intelligence 
methods, with SVM having a higher frequency, which 
has high accuracy in analyzing complex and voluminous 
data, compared to radiologists. The striking predictive 
ability of the radiomics signature is effective for respond-
ing to patient treatment.

Also, the patterns obtained in radiomics can predict 
the occurrence of metastasis and response to treatment 
after neoadjuvant with high indices, the result of which 
is the selection of appropriate treatment for the patient. 
Twelve studies that used deep learning techniques on 
multi-omics, genomics, pharmacogenomics data to pre-
dict survival and diagnosis of breast cancer and respon-
siveness to treatment showed that the proposed policy 
has this potential with the appropriate selection of drugs, 
to provide the effectiveness of genomic treatments for 
breast cancer and has the ability to extract vital data 
and estimate predictive indices. This model can be used 
to predict drug response for some specific drugs and 
potentially play a complementary role in personalized 
medicine. It can also be a useful tool for determining the 
translation of gene expression signatures and predicting 
the status of breast cancer biomarkers on radiogenom-
ics data in clinical decisions for personalized medicine. 
Most of the studies conducted were for the United States 
(The results showed that most articles were published in 
China and the United States and the number of articles 
published in the field of precision medicine has increased 
significantly in recent years) (Fig. 2) and the final classifi-
cation of studies based on the type of activity performed 
for the personalized management of breast cancer is 
shown in (Fig. 3). The level of bias in 43 studies included 
in this review was diagnosed as low risk. Only two cita-
tions with medium bias risk [45, 46] and one with high 
bias risk [55] were evaluated. The questions “Were con-
founding factors identified?” and “Were there strategies 
to deal with confounding factors?” were not applicable in 
our entered studies, as our studies were not experimental.

Table 3  Distribution of applied AI algorithms and their 
categorizations by frequencies
 Frequency
Linear and nonlinear models
RF 15
CART 1
DT 5
K-means 2
K-NN 4
MLP 1
LASSO 5
LR 2
LR Naive Bayesian 1
NB 6
SVM 17
SVM RFE 1
SVM-RRF 1
VNN 1
XGBoost 4
ANN 4
Deep learning model
CNN 9
Dense U-Net 1
Dense2U-Net 1
DGUFS + SVM 1
DNN 1
Elastic Net 4
ENLIGHT CNN 1
GAN 2
MobileNetV3 1
NNet1 3
R2UNet 1
Res-Net 1
Res-MLP 1
ResNet-101 1
ResNet50 2
U-Net 2
UDFS + SVM 1
UFSOL + SVM 1
VGG16 1
VGG19 1
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Discussion
Hopes for precise pharmacological treatment strategies 
in breast cancer (BC) and triple-negative breast cancer 
(TNBC) have been raised by the development of next-
generation sequencing technologies, since breast cancer 
is a heterogeneous disease with various molecular types 
(e.g., HER2 + and TRPN, or estrogen or progesterone 
receptor). It is crucial to customize effective treatments 
for every patient due to the heightened risk of disease 
recurrence and mortality. Novel and efficacious treat-
ments for metastatic breast cancer have been developed 
as a result of recent developments in precision medicine. 
Treatment for each patient is tailored using genomic 
testing to find genetic mutations that contribute to the 
growth of breast cancer [66]. Patients with positive 
BRCA1, 2 gene mutations can avoid metastasis by using 
targeted therapies that specifically target these genetic 

mutations. Immunotherapy is another instance of how 
precision medicine is used to treat metastatic breast can-
cer. Furthermore, the development of endocrine thera-
pies hormones that promote the growth of breast cancer 
cells has been aided by precision medicine. A non-inva-
sive procedure called liquid biopsy uses a patient’s blood 
sample to detect cancer genes or cells. This makes it 
possible to identify any new mutations that might arise 
during treatment and to monitor the progression of the 
disease in a minimally invasive manner. Another area of 
advancement [67, 68]. Medical decisions are usually asso-
ciated with various and multiple variables, which make 
decision-making difficult. For example, oncologists have 
to combine a large volume of clinical, biological, genome 
and imaging data to achieve appropriate treatments, 
while their cognitive capacity can only integrate up to five 
factors (senses). Therefore, artificial intelligence can facil-
itate decisions that rely on multiple and diverse variables.

In the present study, 46 articles were selected with 
the aim of determining the application of artificial intel-
ligence in personalized management of breast cancer. 
The goal was to select studies that focused on diagno-
sis, treatment, screening, prognosis, and prediction of 
disease in breast cancer patients. The aim of 22 studies 
was to predict the response to treatment and survival of 
patients. These studies, which had used various types of 
deep learning techniques, presented high AUC indices, 
which could indicate that the use of artificial intelligence 
in predicting the response to treatment and survival of 
patients has a high ability and this has increased the con-
fidence of researchers. Machine learning techniques such 
as RF, SVM, XGBoost, which were used to investigate 
the response to chemotherapy on Pharmacogenomics 
data of patients, showed that with 100% sensitivity and 
an average AUC of 0.9, they could predict this process 

Fig. 3  The distribution of citation by inputs and type of care

 

Fig. 2  Frequency of paper in any country
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[21]. Therefore, this predictive ability can help doctors 
and scientists to use effective and alternative drugs for 
effective treatment of patients. Since predicting the 
response to neoadjuvant chemotherapy in breast can-
cer is of high importance and it has been seen that 15% 
of patients respond negatively to this type of treatment, 
studies have shown that deep learning techniques such as 
CNN and VGG16 for predicting the response to neoad-
juvant treatment on pathological images and omics data 
of patients had high index results (SEN = 98%, AUC = 1) 
[23, 40]. Therefore, with the automation of analysis and 
reviews, the speed of image analysis increases and the 
error rate of doctors and specialists decreases. Also, in a 
study to screen patients, one of the CNN models named 
U-Net was used to analyze the radiomics data of patients, 
which had presented 92% and 93% sensitivity and accu-
racy, respectively. The findings of the measured indices 
showed that machine learning can also be effective in 
screening patients. Considering the positive effects of 
artificial intelligence, one of the challenges of using arti-
ficial intelligence in personalized medicine is the lack 
of available and high-quality data and the lack of par-
ticipation of the most important variables in modeling, 
which can lead to the identification of unrelated patterns. 
On the other hand, ensuring privacy and data security, 
maintaining ethical considerations are other challenges 
of using artificial intelligence in analyzing patient data, 
which artificial intelligence technology in block-chain 
can increase data management, privacy by facilitating the 
storage and secure sharing of patient records, medical 
research data and other sensitive information [69].

To this end, we argue that one of the challenges that 
medicine faces in personalized management of breast 
cancer is the problem of drug resistance in patients, 
which requires looking for alternative treatments, which 
fortunately artificial intelligence can help doctors in this 
field [70, 71]. The use of artificial intelligence and analyti-
cal techniques can provide new models for predicting the 
response to disease treatment and be effective in help-
ing doctors choose appropriate personalized treatments 
by using them in medical decision support systems [72, 
73]. Although this research was able to illustrate the arti-
ficial intelligence techniques used in breast cancer man-
agement, we faced some limitations in conducting this 
research, one of which was the lack of inclusion of some 
articles and studies presented at conferences that we 
did not have access to their full texts. We also only used 
English articles, so there is a possibility of losing several 
relevant studies and articles with effective results in non-
English languages.

Conclusion
Findings of the present study show that the use of 
machine learning in the fields of prognosis, diagno-
sis, prediction, treatment, and screening, which collec-
tively emphasize breast cancer management, have had 
an effective role, and it can be hoped that the growth of 
artificial intelligence in the not-too-distant future will 
provide a very high confidence to healthcare providers 
to solve patients’ problems. The focus and emphasis on 
the use of deep learning is not only the recommendation 
of researchers in the field of breast cancer management 
with the help of artificial intelligence, but also the present 
study emphasizes this recommendation. Simultaneously 
with the integration of patient-specific data and medi-
cal knowledge, artificial intelligence systems can provide 
optimal treatment options and predict treatment out-
comes. This capability can help health care providers in 
making more informed decisions and improving patient 
care. It can also lead to faster diagnosis, reduced waiting 
time, faster patient recovery, and ultimately increased 
efficiency of health care. Following more effective treat-
ment, reduced side effects and improved patient satis-
faction, the possibility of discovering new biomarkers 
and treatment methods are other effects of it. New poli-
cies, preventive tactics, diagnosis, and treatment for the 
appropriate person at the appropriate time will need to 
be guided by innovative research combined with data sci-
ence, as well as innovative diagnostic systems for equita-
ble and safe data sharing. One factor to take into account 
is the accessibility of knowledge in remote areas, particu-
larly the availability of qualified experts when needed. 
Many examples of enhanced diagnostic capabilities in 
resource-poor settings, which could result in better 
patient classification and, ultimately, more individualized 
treatment planning, have been made possible by artifi-
cial intelligence. This feature has the potential to improve 
patient care by assisting healthcare professionals in mak-
ing better decisions. Additionally, it may result in quicker 
patient recovery, a shorter waiting period, quicker diag-
noses, and ultimately more efficient health care delivery. 
There is no doubt that investing in AI now will pay off 
later on in the form of improved population health and 
cost savings from precision medicine. In precision public 
health and medicine, governments are essential because 
they facilitate the equitable application of knowledge to 
the development of evidence-based policies, procedures, 
and environmental modifications. Through error reduc-
tion and the potential to significantly reduce the number 
of missed cancer diagnoses, artificial intelligence offers 
rich opportunities for designing intelligent systems and 
medical decision support, thereby creating new services.
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