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Abstract 

Objectives This study aims to develop an innovative, deep model for thymoma risk stratification using preoperative 
CT images. Current algorithms predominantly focus on radiomic features or 2D deep features and require manual 
tumor segmentation by radiologists, limiting their practical applicability.

Methods The deep model was trained and tested on a dataset comprising CT images from 147 patients (82 female; 
mean age, 54 years ± 10) who underwent surgical resection and received subsequent pathological confirmation. 
The eligible participants were divided into a training cohort (117 patients) and a testing cohort (30 patients) based 
on the CT scan time. The model consists of two stages: 3D tumor segmentation and risk stratification. The radi-
omic model and deep model (2D) were constructed for comparative analysis. Model performance was evaluated 
through dice coefficient, area under the curve (AUC), and accuracy.

Results In both the training and testing cohorts, the deep model demonstrated better performance in differentiat-
ing thymoma risk, boasting AUCs of 0.998 and 0.893 respectively. This was compared to the radiomic model (AUCs 
of 0.773 and 0.769) and deep model (2D) (AUCs of 0.981 and 0.760). Notably, the deep model was capable of simulta-
neously identifying lesions, segmenting the region of interest (ROI), and differentiating the risk of thymoma on arterial 
phase CT images. Its diagnostic prowess outperformed that of the baseline model.

Conclusions The deep model has the potential to serve as an innovative decision-making tool, assisting on clinical 
prognosis evaluation and the discernment of suitable treatments for different thymoma pathological subtypes.

Key Points 

• This study incorporated both tumor segmentation and risk stratification.

• The deep model, using clinical and 3D deep features, effectively predicted thymoma risk.

• The deep model improved AUCs by 16.1pt and 17.5pt compared to radiomic model and deep model (2D) 
respectively.
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Introduction
 Thymoma is the most common anterior mediastinal 
tumor, originating from the thymic epithelium. Its clinical 
manifestations are diverse, and can present as chest pain, 
coughing, hemoptysis, dyspnea, dysphagia, and other 
symptoms. According to the National Cancer Institute 
in the United States, the incidence rate of thymoma in 
the US is approximately 1.3 per 100,000 population, with 
around 400 new cases each year [1]. While thymoma is 
relatively uncommon, it remains the most prevailing type 
of mediastinal tumor. Pathological classification provides 
important information about the biological behavior of 
thymomas, consequently informing both clinical prog-
nosis evaluation and the selection of appropriate treat-
ments. The accurate classification of thymoma subtypes 
within imaging data is essential due to its pivotal role in 
treatment planning and prognostic anticipation. Accord-
ing to the World Health Organization (WHO) stand-
ards, thymomas are classified into pathological subtypes, 
namely A, AB, B1, B2, and B3 [2]. Generally, types A, AB, 
and B1 correspond to a lower risk profile and a favorable 
prognosis, whereas types B2 and B3 are associated with a 
higher risk and a less favorable prognosis [3].

Machine learning has recently displayed significant 
potential in diverse medical analytical tasks. These 
encompass tumor classification [4], prognosis prediction 
[5], detection of nodules [6], determination of gene muta-
tion status [7], and lesion segmentation [8], among others 
[9–12]. However, there has been relatively limited pro-
gress in the evaluation of thymoma risk using these tech-
niques. Previous studies have employed machine learning 
models to classify thymomas as high or low risk based on 
either unimodal or multi-modal CT imaging and clinical 
data [13–15]. For instance, Shang et al. [16] conducted a 
study to assess the diagnostic accuracy of machine learn-
ing models using multiple classifiers. Their study focused 
on leveraging non-enhanced CT radiomics features to 
differentiate between anterior mediastinal cysts and thy-
momas, as well as between high-risk and low-risk thymo-
mas. More sophisticated methodologies encompass the 
incorporation of deep learning features extracted from a 
convolutional neural network (CNN). Nakajo et  al. [17] 
constructed a prediction model by combining 107 radi-
omic features and 1024 deep learning features, employ-
ing six distinct machine learning algorithms to forecast 
pathological risk subtypes. Among these algorithms, the 
logistic regression model displayed the highest AUC and 
accuracy, with values of 0.900 and 0.810, respectively, for 
the prediction of thymic carcinoma.

However, previous studies on risk prediction of 
thymoma subtypes required the manual segmenta-
tion of tumor, involving radiologists delineating the 
regions of interest. Furthermore, these studies primarily 

emphasized on radiomic features or 2D deep features, 
rather than 3D deep features extracted from CT images. 
To overcome these limitations, this study proposed a 
deep learning framework for tumor risk stratification 
based on 3D deep features. We have integrated tumor 
segmentation and subtype high risk and low risk predic-
tion into a framework, enhancing its practical utility.

Materials and methods
Patient selection
The retrospective study was approved by the institutional 
review board of Shengjing hospital, which waived the 
requirement for informed patient consent. The analysis 
was conducted on thymoma patients who had undergone 
surgical resection at our hospital. These patients received 
pathological confirmation and provided the necessary 
clinical data from January 2015 to October 2019. The 
documented clinical characteristics encompassed gender, 
age, and symptoms such as chest discomfort, chest pain, 
cough, and the presence of myasthenia gravis.

Inclusion and Exclusion criteria
The study cohort was selected based on the specified cri-
teria as illustrated in Fig. 1.

Inclusion criteria

• Confirmed pathologic diagnosis of thymoma.
• Availability of preoperative arterial phase CT images.
• Clinical records were completed.

Exclusion criteria

• Poor image quality.
• Incomplete clinical records.

The overall pipeline of this study was shown in Fig. 2:
The pipeline incorporated a tumor segmentation net-

work and a risk stratification network (high risk and low 
risk). The tumor segmentation network used an arte-
rial CT scan as input to obtain voxel-level segmenta-
tion labels and crop the three-dimensional the region of 
interest (ROI) of the tumor. In the risk stratification net-
work, the deep model utilized transfer learning technol-
ogy to extract the 3D deep-learning features of the ROI, 
leveraging the pre-trained weights of the ResNet50 3D 
model. The extracted 2048 3D deep features were dimen-
sionally reduced to 128 using PCA, to enhance training 
efficiency and optimize performance. The deep features 
were then concatenated with the clinical characteristics, 
and LASSO was utilized for feature selection finally. Ulti-
mately, an MLP classifier was built based on the 3D deep 
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features and clinical characteristics. For comparison, we 
also extracted radiomic features from the ROI and 2D 
deep features from the maximum cross-section of the 
ROI. We then constructed two MLP classifiers using 
these radiomic features and clinical characteristics, and 
2D deep features and clinical characteristics respectively. 
In the testing cohort, the performance of the models was 
evaluated using receiver operating characteristic (ROC) 
curves, the area under the curve (AUC), and decision 
curve analysis(DCA).

Image acquisition and lesion segmentation
The imaging was conducted using a 320-channel scan-
ner (Aquilion ONE 640; Canon Medical Systems) and a 
256-channel scanner (Brilliance 128; Philips Medical Sys-
tems). The imaging parameters employed were as follows: 
tube current ranged from 80 to 230 mA, tube voltage was 
set at 120 kV, slice thickness was between 1 and 3 mm, 
field of view (FOV) was 500  mm, and detector pitch 
spanned 0.75–1.172  mm. Each patient received 80–100 
mL of a non-ionic iodinated contrast agent (300 mgI/mL) 
at a flow rate of 2.5-3.0 mL/s. The average imaging delays 
stood at 30–40 s for the arterial phase and 65–70 s for the 
portal venous phase.

To facilitate the training of the segmentation model, 
a total of 117 arterial phase CT images were manu-
ally annotated and employed as the training dataset. 
To ensure the accuracy and reliability of the manual 

annotations, we implemented a multi-check method. 
Each image was independently annotated by two doc-
tors, who would then compare and discuss their anno-
tation results to resolve any discrepancies. Additionally, 
we employed the Intraclass Correlation Coefficient (ICC) 
for evaluation (> 0.85). Notably, the annotators remained 
blinded to the histopathology results during this proce-
dure. The ROI relating to the tumor were manually delin-
eated on each image slice using 3D Slicer (version 4.11) 
[18].

Model construction and validation
We constructed a two-stage framework that includes 
tumor segmentation network and risk stratification 
network.

Tumor segmentation
The nnU-Net [19] network was employed as the segmen-
tation network in this study. The nnU-Net was a self-
adapting framework designed for semantic segmentation 
of medical imaging data. It was capable of producing reli-
able and high-quality results without requiring manual 
network design or task-specific tuning. 117 annotated 
arterial phase CT images were used as the input data. 
A 5-fold cross-validation method was employed to train 
the segmentation network. The dice coefficient and loss 
curves were applied to evaluate segmentation perfor-
mance [20, 21].

Fig. 1 Flow diagram of cohort selection. After applying the inclusion and exclusion criteria, we ultimately obtained 147 samples, including 73 
high-risk samples and 74 low-risk samples. The number of cases in the high-risk and low-risk groups was sampled to be evenly distributed 
by chance. The dataset was stratified at a ratio of 8:2, with 117 samples in the training set. As 117 is an odd number, the training set included 58 
high-risk and 59 low-risk samples. The test set consisted of 30 samples, with an equal number of high-risk and low-risk samples, each being 15
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Risk stratification network
We utilized deep transfer learning technology based on 
the 3D ResNet50 [22] network to extract the 3D deep 
features of the ROI from the result of segmentation 
network. The pre-trained weights were from Medical-
Net [23], which provided an effective way to train deep 
learning models for medical image analysis by leverag-
ing the power of pre-training and transfer learning. The 
“avgpool” layer’s features from the 3D resnet50 convo-
lutional network were used as the deep features. A total 
of 2048 3D deep features from arterial phase CT images 
were extracted and dimensionally reduced to 128 using 
PCA. The deep features were then concatenated with 
the clinical characteristics. To enhance the generaliza-
tion ability of the model, LASSO was used for feature 
selection. Deep model was carried out using the MLP 
classifier [24], 128 deep features and 7 clinical features 

as an input. After feature selection by LASSO, Ulti-
mately, 35 deep features and 1 clinical feature (gender) 
were used to construct the prediction model. Addi-
tionally, A radiomics model and deep model (2D) were 
built for comparison [25]. 864 radiomic features and 7 
clinical features as an input, 7 radiomics and 1 clinical 
feature were selected by LASSO and used to construct 
a radiomic model with MLP classifier. 2048 2D deep 
features and 7 clinical features as an input, 35 2D deep 
and 1 clinical feature were selected by LASSO and used 
to construct a deep model (2D) with MLP classifier. 
AUC, Accuracy, sensitivity and specificity were used to 
evaluate the performance of the models. The network 
architecture was implemented by python software and 
pytorch library on a server with two GPUs (NVIDIA 
RTX 3090).

Fig. 2 The overall pipeline of this study. A The framework takes an arterial CT scan as input and includes a three-dimensional (3D) tumor 
area segmentation network with nnU-Net architecture. We obtained voxel-level segmentation labels and cropped the three-dimensional ROI 
of the tumor. B We extracted the radiomic features of the ROI. The LASSO method was used to select the features. Following feature selection, 
we constructed an MLP Classifier based on the radiomic features and clinical characteristics. C We utilized deep transfer learning technology 
based on the 2D ResNet50 network. LASSO was applied in sequence for dimensionality reduction and feature selection. Finally, an MLP Classifier 
was constructed based on the 2D deep features and clinical characteristics. D We utilized deep transfer learning technology based on the 3D 
ResNet50 network. The pre-trained weights were obtained from 3D MedicalNet, a medical network, and used to extract the 3D deep-learning 
features of the ROI. Subsequently, LASSO was applied in sequence for dimensionality reduction and feature selection. Finally, an MLP Classifier 
was constructed based on the 3D deep features and clinical characteristics. E In the testing cohort, the predicted probabilities of high and low risk 
of tumor were the outputs. We performed result analysis using ROC curves, the AUC, and decision curve analysis
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Statistical analysis and performance evaluation
In this study, the dataset was divided by temporal valida-
tion. It was a form of external validation, which involves 
the independent testing of a model’s performance on 
subsequent patients at the same center. This method was 
considered to be a stronger design compared to randomly 
splitting a single dataset to assess model performance, as 
it allows for the consideration of nonrandom variations 
between datasets [26, 27]. Divided the training cohort 
(January 30, 2015 to November 23, 2018) and testing 
cohort (November 25, 2018 to October 12, 2019) based 
on the CT scan time. The training cohort comprised 117 
patients (80%), while the testing cohort had 30 patients 
(20%) [28, 29].

Statistical analyses were performed using R software, 
version 4.2.2, along with MSTATA software (www. 
mstata. com). Categorical variables were compared using 
the chi-square test. The dice was calculated to evaluate 
the performance of segmentation network. The AUC, 
confusion matrix, calibration curve and decision curve 
were applied to evaluate prediction model performance.

Results
Descriptive statistics for baseline characteristics
The baseline information was summarized in Table  1. 
The gender distribution revealed that among the total 
sample size (N = 147), 53% were male (39 out of 73) and 
35% were male (26 out of 74), showing a statistically sig-
nificant difference (p-value: 0.026). No significant dif-
ference was observed for age between the two groups, 
as indicated by a p-value of 0.887. In terms of cough 
symptoms, both groups had a similar distribution, with 
82% (60 out of 73) and 81% (60 out of 74) reporting the 
absence of cough. The presence of myasthenia gravis was 
also evenly distributed, with 21% (15 out of 73) in both 
groups. However, there was a notable difference in the 
presence of chest pain, with 32% (23 out of 73) of the first 
group and 18% (13 out of 74) of the second group report-
ing this symptom, resulting in a significant p-value of 
0.049. Chest distress and other symptoms did not show 
any statistically significant difference between the two 
groups.

Performance of the models
For segmentation network, the average validation dice coeffi-
cients for each fold were 0.891, 0.912, 0.922, 0.903, and 0.923, 
respectively, with an overall average value of 0.910 (Fig.3A). 
The trained nnU-Net segmentation network was used to 
segment ROIs from the CT images. The segmentation result 
was shown in Fig.3B. The nnU-Net parameters were as fol-
lows: ’epoch’: ’1000’, ’batch_size’: 2, ’data_identifier’:’nnU-
NetPlans_3d_fullres’, ’patch_size’: [48, 224, 224], ’spacing’: 

[1.0, 1.0, 1.0], ’normalization_schemes’: [’CTNormalization’], 
’UNet_class_name’:’PlainConvUNet’, ’n_conv_per_stage_
encoder’: [2, 2, 2, 2, 2, 2],’n_conv_per_stage_decoder’: [2,2, 2, 
2, 2], ’num_pool_per_axis’: [3, 5, 5],’conv_kernel_sizes’: [[3, 3, 
3], [3, 3, 3], [3, 3, 3], [3, 3, 3], [3, 3, 3], [3, 3, 3]].

For prediction network, the deep model achieved an 
AUC of 0.998 (95% CI 0.995-1.000) in the training cohort, 
along with an accuracy of 0.974, a sensitivity of 1.00, 
and a specificity of 0.966. In comparison, the radiomics 
model obtained an AUC of 0.773 (95% CI 0.688–0.858) 
and an accuracy of 0.692, the deep model (2D) obtained 
an AUC of 0.981(95% CI 0.964–0.998) and an accuracy 
of 0.897. In the testing cohort, the radiomics model’s 
AUC was 0.769 (95%CI: 0.599–0.938) (Fig. 4A), and the 
AUC of deep model (2D) was 0.760 (95%CI: 0.579–0.942) 
(Fig. 4B). The deep model achieved a better AUC of 0.893 
(95% CI: 0.778-1.000), with accuracy, sensitivity, and 
specificity of 0.833, 1.000, and 0.733, respectively. The 
ROC curve was shown in Fig. 5A, and the DCA showed a 
better net benefit than radiomic model (Fig. 5B). A com-
parison of the performance of three models was shown 
in Fig. 6A and B, and detailed data about AUC, accuracy, 
sensitivity, and specificity of the models were presented 
in Table 2.

Table 1 Patient demographics and baseline characteristics

1 n (%), 2Pearson’s Chi-squared test.

Characteristic label p-value2

High risk, N =  731 Low risk, N =  741

Gender 0.026

 Male 39 (53%) 26 (35%)

 Female 34 (47%) 48 (65%)

Age 0.887

 -45 15 (21%) 13 (18%)

 46–61 37 (51%) 38 (51%)

 62- 21 (29%) 23 (31%)

Cough 0.862

 No 60 (82%) 60 (81%)

 Yes 13 (18%) 14 (19%)

Myasthenia gravis 0.967

 No 58 (79%) 59 (80%)

 Yes 15 (21%) 15 (20%)

Chest pain 0.049

 No 50 (68%) 61 (82%)

 Yes 23 (32%) 13 (18%)

Chest distress 0.953

 No 48 (66%) 49 (66%)

 Yes 25 (34%) 25 (34%)

Symptoms 0.736

 No 56 (77%) 55 (74%)

 Yes 17 (23%) 19 (26%)

http://www.mstata.com
http://www.mstata.com
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Discussion
At present, contrast-enhanced CT stands as the preferred 
preoperative examination for evaluating thymomas. 
Our study shows the potentials of utilizing preoperative 
CT images to distinguish subtype high risk and low risk 

of thymoma, which might potentially in assisting surgi-
cal procedures and clinical decision making. About the 
prediction of thymoma risk, previous studies have used 
radiomic features of CT images to differentiate between 
high and low risk. In their study, Dong et al. [30] utilized 

Fig. 3 The performance of segmentation and the result of CT image segmentation. A The dice scores for each fold in the five-fold cross-validation. 
B The left image shows the CT scan before segmentation, while the right image shows the result after segmentation

Fig. 4 Validation and evaluation of radiomic model and deep model (2D). A ROC curve and AUC of radiomic model. B ROC curve and AUC of deep 
model (2D)

Fig. 5 Validation and evaluation of deep model (A) ROC curves and AUC (B) DCA of deep model
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contrast-enhanced computed tomography (CE-CT) 
images to establish a radiomic model and a combined 
model for predicting the risk categorization of thymo-
mas. They achieved AUCs of 0.819 and 0.870, respec-
tively. Ozkan et  al. [31] proposed a machine-learning 
model and assessed its ability to classify low and high 
risk thymomas on a small CT dataset. They achieved an 
AUC of 0.83 using the MLP Classifier. On the other hand, 
Yang et  al. [32] attempted to develop a classification 
model for thymoma risk using deep learning. They uti-
lized a 3D-DenseNet model based on deep learning (DL) 
to distinguish between stage I and stage II thymomas and 
achieved an AUC of 0.773.

In our study, the framework was capable of delineat-
ing the tumor ROI and extracting 3d deep learning fea-
tures. This method significantly reduces the time and 
workload of medical professionals, and automated pro-
cesses could provide consistent results, reducing the risk 
of human error or variance between different healthcare 
professionals. Additionally, this study has demonstrated 
the efficacy of utilizing 3D deep features extracted from 
CT images, affirming its capacity to enhance predictive 
performance. The deep learning model, which utilizes 

3D deep features and clinical characteristics, achieved a 
higher AUC of 0.893 in the independent testing cohort. 
This was superior to the radiomic model, which was 
based on radiomic features and clinical characteristics, 
that achieved an AUC of 0.769. Similarly, the model using 
2D deep features and clinical characteristics yielded an 
AUC of 0.760. The deep model has exhibited enhanced 
performance. When juxtaposed with the baseline radi-
omic model and deep model (2D), this deep model ele-
vated the AUC by 16.1pt and 17.5pt on the testing set 
respectively. The results demonstrated that the deep 
model exhibited excellent prediction capabilities and 
deep features could capture subtle changes and char-
acteristics in the images, including information that 
radiomic features and 2D features couldn’t capture. Fur-
thermore, clinical features such as gender and the pres-
ence of chest pain were found to be potentially relevant 
to the study outcomes. However, further analysis was 
required to determine their significance in relation to the 
research objectives.

After analyzing the calibration curve, it became evident 
that the deep model exhibited superior reliability and 
validity. The decision curve analysis (DCA) illustrated 

Fig. 6 Performance comparison of radiomic model, deep model (2D) and deep model. A Comparison of ROC curves for three models. 
B Comparison of calibration curve for three models

Table 2 The prediction performance of three models

AUC Area under the receiver operating characteristic curve, CI Confidence interval

Model AUC (95% CI) Accuracy Sensitivity Specificity Task

Radiomic Model 0.773(0.688–0.858) 0.692 0.655 0.814 Train

0.769(0.599–0.938) 0.700 0.800 0.600 Test

Deep Model (2D) 0.981(0.964–0.998) 0.897 0.966 0.881 Train

0.760(0.579–0.942) 0.733 0.800 0. 714 Test

Deep Model 0.998(0.995- 1.000) 0.974 1.000 0.966 Train

0.893(0.778- 1.000) 0.833 1.000 0.733 Test
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that the deep model for thymoma risk stratification 
yielded more advantages compared to either the treat-all 
or treat-none strategy at various threshold probabilities. 
Furthermore, it showed better clinical utility. The com-
prehensive analysis of all results underscored the poten-
tial benefits of the deep model in stratifying thymoma 
patients, particularly in clinical settings where it aids cli-
nicians in making accurate diagnoses.

However, during data collection, we made every effort 
to include as many thymoma patients as possible, while 
also trying to cover all subtypes of thymoma. Despite 
these efforts, our dataset may still have certain limitations 
in terms of representativeness. Thus, validation within 
a multi-center study, employing a larger sample size, 
becomes imperative for this framework. In addition, elevat-
ing the transparency and interpretability of the comprehen-
sive deep model could further enhance its practical utility.

Conclusions
This study proposed a deep model for risk stratification 
of thymoma pathological subtypes, which integrated 
clinical characteristics and 3D deep features extracted 
from arterial phase CT images. The model demonstrated 
consistent predictive abilities and achieved higher perfor-
mance compared to the radiomic model and deep model 
(2D). The findings from this study were anticipated to 
make a significant contribution towards enhancing the 
early detection and prediction of thymoma. Moreover, 
they were expected to offer clinicians a more precise risk 
assessment, facilitating informed treatment decision-
making and improving patients’ prognostic evaluation.
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